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Introduction 
VFMs have become increasingly 

popular and most tasks (classification, 
segmentation, captioning, VQA, …) 

today are tackled through pre-trained 
VFMs. 

We introduce Task Agnostic Attacks 
(TAAs), which degrade performances 
across tasks by  maximally perturbing 

feature representations of VFMs 
independently of the task. We find that 

feature space is easily manipulated 
and that our attacks are competitive 
with PGD task-specific attacks (TSAs).

Conclusion 
Method 

We adversarially modify images 
as to minimize the cosine similarity 
of the features extracted with the 

VFM 

Where      is the feature extraction 
backbone. For ViTs models, we 
compute the average cosine 

similarity across patch tokens.

Experimental Results
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In this work, we show that TAAs 
are possible and competitive 
with TSAs. Furthermore, TAAs 

show better transferability 
across tasks.
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