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Introduction 
Previous works [1-3] have 

shown that additional 
learnable tokens can improve 

performances and even 
interpretability of transformer 
models. In this work, we learn 

more tokens to improve 
adversarial robustness 

instead. Across all models, we 
measure improved 

robustness of the features 
extracted from the 

backbones, while preserving 
downstream performances.

Conclusion 
We introduced robustness tokens, 

learnable tokens that don’t 
damage model performance 
but improve robustness when 
kept secret.  Robustness tokens 
are quick and cheap to learn, 

making them widely adoptable.

Method 
We train robustness tokens such that 
features are not altered for original or 

adversarial samples 

 
With adversarial attacks crafted with: 

 
Backbone models are kept fixed 

throughout, and only tokens are trained.
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VERSIONE POSITIVA

training is quick and cheap 

Adversarial attacks often seem to exploit massive 
activations [4] in transformer models, which 

robustness tokens learn to restore. 
Experimental Results
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